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Abstract: This  paper  presents  a  26-Gb/s  CMOS  optical  receiver  that  is  fabricated  in  65-nm  technology.  It  consists  of  a  triple-
inductive  transimpedance  amplifier  (TIA),  direct  current  (DC)  offset  cancellation  circuits,  3-stage  gm-TIA  variable-gain  amplifi-
ers  (VGA),  and  a  reference-less  clock  and  data  recovery  (CDR)  circuit  with  built-in  equalization  technique.  The  TIA/VGA  front-
end  measurement  results  demonstrate  72-dBΩ  transimpedance  gain,  20.4-GHz  −3-dB  bandwidth,  and  12-dB  DC  gain  tuning
range.  The  measurements  of  the  VGA’s  resistive  networks  also  demonstrate  its  efficient  capability  of  overcoming  the  voltage
and temperature variations. The CDR adopts a full-rate topology with 12-dB imbedded equalization tuning range. Optical meas-
urements of this chipset achieve a 10−12 BER at 26 Gb/s for a 215−1 PRBS input with a −7.3-dBm input sensitivity. The measure-
ment results with a 10-dB @ 13 GHz attenuator also demonstrate the effectiveness of the gain tuning capability and the built-in
equalization. The entire system consumes 140 mW from a 1/1.2-V supply.
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1.  Introduction

Short-range  optical  communications  for  high-speed,
high-density  interconnect  applications  have  drawn  signi-
ficant  research  efforts  in  recent  years  because  conventional
electrical  links  have  become  much  less  competitive  in  terms
of  weight,  energy  efficiency,  channel  bandwidth  (BW),
crosstalk,  and electromagnetic  interference (EMI).  Meanwhile,
deep-submicron  complementary  metal–oxide–semiconduct-
or  (CMOS)  optoelectronic  integrated circuits  (OEICs)  have be-
come  extremely  attractive  because  they  can  be  extensively
used in high-speed communications with much lower fabrica-
tion  cost  and  higher  integration  when  compared  to  other
III–V  compound  technologies,  such  as  GaAs,  InP-based  alter-
natives.  Therefore,  optical  interconnections  in  CMOS  techno-
logy  are  gaining  research  interest  as  a  promising  candidate
for  next-generation  cloud  computing  and  big  data  applica-
tions[1].

The 100-Gb/s Ethernet (100GbE) for short-reach intercon-
nections  100G  BASE-SR4  is  still  the  mainstream  product  with
low-cost technologies, such as CMOS 65 and 40 nm[2−7]. Mean-
while,  100G  BASE-SRZ  offers  layout  advantages  to  the  host
board implementer and substantial cable plant fiber count re-
duction.  Overall,  a  low  power  100GbE  solution  with  cost-effi-
cient  technologies  is  very  competitive  and  desirable  in  many
aspects[8–10].

In  this  work,  a  26-Gb/s  CMOS  receiver  chipset  including
both  an  optical  front-end  and  a  reference-less  full-rate  clock
and data recovery (CDR) with 12-dB built-in equalization capab-
ility is demonstrated, targeting applications for 100GbE optic-
al communications. All circuits are designed and fabricated in
65-nm CMOS technology.

It  should  be  noted  that  the  TIA  stage  has  been  previou-
sly  published  in  its  single-ended  topology[11, 12].  In  this  work,
an  optimized  pseudo-differential  TIA  with  a  TIA  buffer  is
presented  to  alleviate  the  imbalance  between  its  differential
outputs. The full-rate CDR has been presented in Ref. [10, 13].
Based  on  these  previous  designs,  this  work  focuses  on  re-
search  of  the  optical  front-end,  including  TIA  buffer,  DC  off-
set  circuit,  and  digitally  tuning  gm-TIA  variable-gain  amplifi-
ers  (VGAs).  The  analysis  and  measurement  of  the  optical
front-end  (TIA+VGA)  itself  and  TIA+VGA+CDR  are  also
provided in detail. 

2.  System architecture

Fig.  1 shows  the  system  architecture  of  the  implemen-
ted  optical  receiver  chipset,  which  consists  of  an  optical
front-end  transimpedance  amplifier  (TIA),  a  TIA  buffer,  3-
stage  cascaded  VGAs,  and  a  reference-less  CDR  circuit.  The
tiny  optoelectronic  current  signal  generated  in  the  photode-
tector (PD) is converted to voltage signals by the TIA. After can-
celling out the DC offsets due to the single-ended characterist-
ic, the voltage signals pass through the cascaded VGAs to ob-
tain sufficient output swings and then drive the CDR. A refer-
ence-less full-rate CDR is adopted to recover the desired data
and clock, accordingly. To achieve this, besides a phase detec-
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tion loop,  a  frequency detection loop is  also  implemented to
get rid of the external reference clock. 

3.  Circuit implementation
 

3.1.  Optical front-end

As the first critical circuit block at the optical-electrical in-
terface,  the  optical  front-end  determines  the  overall  system
performance  in  terms  of  input  optical  sensitivity  and  BW.
Fig.  2 depicts  the block diagram of  the optical  front-end.  The
TIA  converts  the  incoming  single-ended  photocurrent  gener-
ated  by  a  commercial  PD  to  be  a  pseudo-differential  voltage
signal with 38-dBΩ transimpedance gain and 23.5-GHz −3-dB
BW.  A  differential  TIA  buffer  is  then  designed  to  alleviate  the
pseudo-differential  mismatches  by  adopting  shunt  inductive
peaking and cross-coupled pair. The incoming DC offset is can-
celled by the DC offset cancellation (DOC) buffer (20-dB DC off-
set cancellation capability and 25-GHz BW) before further amp-
lification,  such  that  the  following  receiver  circuits  will  not  be
saturated.  The  3-stage  VGA  totally  provides  30-dB  DC  gain
and 23-GHz BW. The VGAs have 12-dB DC gain tuning range,
to  accommodate  the  different  gain  requirements  under  vari-
ous  conditions.  To  remove  the  accumulated  offset  voltages
from  3  VGA  stages,  another  DC  offset  cancellation  feedback

loop  is  incorporated  to  provide  31-dB  DC  offset  cancellation
with  a  corner  frequency  at  80  kHz.  Overall,  the  optical  front-
end  provides  72-dBΩ  transimpedance  gain,  20.4-GHz  −3-dB
bandwidth, 12-dB DC gain tuning range, and 51-dB DC offset
cancellation capability.  At  last,  the  output  driver  (OD)  is  used
to drive the following CDR circuit.

Fig.  3(a)  shows  the  circuit  diagram  and  design  details  of
the  presented  pseudo-differential  triple-inductive  inverter-
based TIA. Both the shunt-shunt inductive feedback (Lf) and in-
put  series  peaking techniques  (Ls)  are  adopted to  extend the
circuit  BW[11, 12, 14].  This  pseudo-differential  TIA  is  optimized
based on the single-ended topology presented in Ref. [11]. Be-
cause  of  the  single-ended  photocurrent  input  characteristic
and  differential  output  requirement,  the  TIA  prefers  a
pseudo-differential structure[15]. Therefore, a dummy TIA is ad-
ded, as shown in Fig. 3(a). In the dummy TIA, the two on-chip
inductors  are  removed  to  save  more  area,  and  a  320-fF  on-
chip metal capacitor (Cin+CPD) is adopted.

In Fig. 3(b), the current mode logic (CML) TIA buffer (with
4-dB  DC  gain  and  25-GHz  BW)  with  shunt  inductive  peaking
and  the  cross-coupled  pair  mainly  has  two  functions:  1)  it
acts as a DC level shifter,  increasing the previous 0.5-V DC bi-
as  voltage  to  ~0.65  V,  so  that  the  following  stages  can  oper-
ate  in  strong  saturation  region  with  better  linearity;  and  2)  it

 

Fig. 1. Optical receiver chipset architecture.

 

Fig. 2. Optical receiver front-end.
 

 

Fig. 3. (a) Schematic of the inverter-based TIA, (b) schematic of the TIA buffer, and (c) post-layout frequency response of TIA and buffer.
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also  further  alleviates  the  mismatch  between  its  differential
outputs,  to  enhance  the  offset  cancellation  capability  of  the
DOC stage. The front pseudo-difference TIA delivers the ampli-
fying  signal  and  the  reference  voltage  to  the  TIA  buffer.  The
active-balun  based  TIA  buffer  will  help  to  realize  the  single-
to-differential  conversion  with  mismatch  due  to  the  parasit-
ism of Mtail2. The auxiliary cross-coupled pair can sense the bet-
ter  side  signal  to  compensate  the  worse  side  signal.  When
the dc  offset  appears  at  the  TIA  buffer  outputs,  the  balanced
state of cross-couple pair will be changed to unbalance, the un-
balanced  current  rejects  the  dc  offset,  which  will  lighten  the
load  of  DOC  stage.  In  other  words,  the  TIA  buffer  enhances
the  offset  cancellation  capability  of  the  DOC  stage.  Com-
pared  with  the  inverter-based  cascode  TIA  in  Ref.  [11],  this
triple-inductive  inverter-based  TIA  plus  TIA  buffer  topology
could  achieve  moderate  transimpedance  gain,  higher  band-
width, and less DC offset mismatch[16].  The cross-coupled pair
is  adopted  to  compensate  for  the  large  loading  capacitance
from  the  DOC  stage[17–20].  The  cross-coupled  technique  im-
proves the bandwidth effectively.

The  bonding  wire LBW has  ±20%  variation  tolerance  in
the post-layout simulation, with a typical value of 0.8 nH. The
inverter-based  TIA  topology  is  adopted  due  to  better  gain-
power efficiency compared to conventional differential pair to-
pologies. By doubling gm contributions from both NMOS and
PMOS, it achieves a better noise performance with an input-re-

ferred noise of  16.3 pA/sqrt(Hz).  To provide a stable and low-
noise supply for TIA and TIA buffer stages, an on-chip low-dro-
pout regulator (LDO) is adopted to provide a −12-dB suppres-
sion of noise from TIA power supply and interference from oth-
er circuit blocks up to 20 GHz. Fig. 3(c) shows the post-layout
frequency response of this presented TIA and buffer.

Fig. 4(a) shows a schematic of the DOC. It consists of one
differential  inductor,  two differential  pairs  and two sets  of  RC
low-pass filters. The drains of M2 and M3 are reversely connec-
ted,  giving  a  negative  gain  to  cancel  out  the  DC  offset  from
PD  and  TIA. Fig.  4(b)  shows  the  post-layout  simulation  re-
sponse of the DOC. The low frequency gain is designed to be
−20  dB,  while  the  mid-band  gain  remains  positive,  and  the
bandwidth  is  boosted  to  25  GHz  by  inductive  peaking.  The
low cut-off frequency is set to be 15 kHz.

Fig.  5(a)  presents  the  schematic  of  a  single-stage  VGA.
Each  VGA  consists  of  a  gm  stage  and  a  TIA  stage.  The  gm
stage converts the input differential voltages to output differ-
ential  current  signals  for  better  linearity  consideration,  and
then the TIA amplifies the signals to obtain adequate swings.
In  contrast  from  the  previous  inverter-based  TIA  topology,
this TIA has less requirement on the noise performance. There-
fore,  a  common-source  NMOS-type  TIA  with  purely  resistive
feedback  is  adopted. Fig.  5(b)  shows  the  post-layout  fre-
quency response of one single-stage VGA with the 00101 con-
trol  word  under  different  process  corners.  Compared  to  the

 

 

Fig. 4. (Color online) (a) Schematic of the DOC and (b) its post-layout frequency response under different process corners.

 

 

Fig. 5. (Color online) (a) Schematic of the high-BW gm-TIA VGA and (b) its post-layout frequency response of one nominal VGA under different pro-
cess corners.
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low-voltage  Gilbert-based  VGA[21],  gm-TIA  based  VGA
provides  a  larger  gain-bandwidth  product.  Under  a  typical
corner, each VGA can provide 10-dB DC gain and 29-GHz BW,
and  together  3-stage  VGA  can  provide  30-dB  DC  gain  and
23.5-GHz  BW.  However,  the  DC  gain  variations  under  differ-
ent corners are too large to be ignored.

In  the  VGA  stage,  the  loading  resistance  directly  affects
the  gain  and  the  bandwidth  of  the  whole  optical  front-
end[17]. Fig.  6(a)  shows  simulated  gain  and  bandwidth  vari-
ations  of  the  3-stage  VGA  under  different  process  corners
and temperatures. For example, under a typical-typical (tt) pro-
cess corner, when the temperature changes from –10 to 80 °C,
the  simulation  shows  that  gain  and  bandwidth  vary  by  10%
and  24%,  respectively.  For  other  process  corners,  the  vari-
ation is much larger.

To alleviate the process, voltage, temperature (PVT) sensit-
ivity,  two  resistor  networks  are  used  instead  of  the  fixed
value resistor, as depicted in Fig. 5(a). The gain and loading res-
istor  networks  of  the  VGA  are  controlled  by  a  5-bit  digital
word  from  00000  to  11111.  These  control  signals  are  care-
fully  designed to turn on or  turn off  the switching transistors
in parallel  or series in the resistor networks. Fig.  6(b) presents
the simulated gain and bandwidth tuning ranges of the digit-
al  controlled  3-stage  VGA.  The  3-stage  VGA  has  a  simulated
DC gain tuning range of  15 dB in total  with a maximum gain
step of 0.8 dB, which is adequate to compensate the gain vari-
ation of the whole front-end. 

3.2.  Clock and data recovery circuit

This reference-less CDR with embedded equalization cap-
ability  is  a  dual-loop  topology  with  full-rate  operation. Fig.  7
shows the circuit  diagram.  The 4-stage linear  delay  chain not
only  has  the  advantage  of  high  operating  frequency  (up  to
40  GHz)  compared  with  its  traditional  alternatives,  but  also
can  be  modified  to  be  equalizer  stages  without  extra  power
consumption  penalty.  The  outputs  of  the  delay  chain  then
drive both the phase detector and the frequency detector sim-
ultaneously.  The  phase  detector  is  a  linear  type  as  explained
in  Ref.  [13].  The  voltage-to-current  (V2I)  circuits  are  charge
pumps  providing  output  currents  to  the  third-order  loop  fil-
ter,  generating  the  control  voltages  for  the  LC-type  voltage-
controlled oscillator (VCO).

Due  to  the  reference-less  dual-loop  characteristic,  spe-

cial  attention  should  be  paid  to  the  interactions  between
phase  and  frequency  loop.  The  transition  from  frequency  ac-
quisition  to  phase  capture  normally  would  generate  lots  of
glitches,  which could result  in  a  wrong decision,  especially  at
the  beginning  of  the  acquisition  stage.  To  remove  these
glitches,  inter-stage  buffers  are  inserted  to  filter  out  them.
The FD helps to settle the loop control voltage during the ini-
tial  operating  time  before  it  enters  idle  state.  Once  the  FD
loop  achieves  the  locking  condition,  internal  signal  will  turn
off  FD  and  IFD  will  become  zero,  then  PD  loop  keeps  work-
ing to track the phase variation.

Fig.  8(a)  depicts  the  LC-VCO  with  2-bit  digital  control.
The  post-layout  simulation  results  show  that  this  NMOS-type
LC-VCO  has  a  tuning  range  of  15%  centered  at  27  GHz.  Fi-
nally,  the  recovered  clock  is  also  used  to  retime  the  received
data  from  the  delay  chain  to  obtain  the  recovered  data.  Giv-
en  the  LC-VCO  and  the  CDR  data  input  are  two  major  noise
sources,  the  system  loop  BW  determines  the  trade-off  of
noise  contributions  between  these  two  sources.  In  this  work,
a loop bandwidth of  20 MHz is  chosen for  the best  jitter  per-
formance.

It  is  worth  mentioning  here  that  the  VCO  needs  to  drive
three  different  blocks  located  at  different  layout  positions.
Therefore, clock distributions are indispensable, which are im-
plemented as CML buffers with custom-design stacked induct-
ors.  By  using  the  frequency  detection  loop,  this  CDR  be-
comes  a  reference-less  topology  which  simplifies  the  system
significantly.

Fig.  8(b)  shows  a  single-stage  delay  cell  with  equaliza-
tion technique. By tuning the resistive and capacitive degener-
ation,  the  equivalent  zeros  and  poles  can  be  adjusted  to

 

(a) (b)

 

Fig. 6.  (Color online) (a) Normalized gain and bandwidth variations of the 3-stage VGA under different process corners and temperatures,  and
(b) simulated gain and bandwidth tuning range for different control words.

 

Fig. 7. Reference-less 26-Gb/s CDR with built-in equalization.
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achieve gain boosting at higher frequency. To ensure enough
BW  to  support  26-Gb/s  data  rate,  on-chip  inductors  are  util-
ized  to  further  boost  the  BW.  To  save  the  chip  area,  stacked
spiral  inductors  are  adopted  in  the  CDR  design[13, 22].  In  fu-
ture  research,  this  technique  can  also  be  used  in  the  optical
front-end  design  to  further  reduce  the  die  area.  Each  delay
cell  can  provide  3-dB  equalization  tuning  range  and  achieve
maximum peaking frequency of  14 GHz,  without  affecting its
original  phase  delay  function.  Therefore,  4-stage  cascaded
delay  cells  can  provide  12-dB  equalization  capability  in  total
without extra power consumption. 

4.  Experimental results

The  two  chips  were  both  fabricated  in  TSMC  65-nm
CMOS  technology.  The  optical  front-end  consumes  36  mW
from  a  1-V  supply  (TIA  itself  and  its  buffer  have  1.2-V  supply
since  an  on-chip  LDO  is  used  to  provide  −12-dB  power  sup-
ply  noise  suppression),  and  the  reference-less  CDR  dissipates
104  mW  from  a  1-V  supply,  the  measured  power  breakdown
is  shown  in  the Fig.  9.  The  active  areas  are  0.95  ×  0.5  mm2

and  0.58  ×  0.58  mm2,  respectively.  The  chips  are  tested  in  a
chip-on-board (CoB) assembly.  The modulated optical  light is
top-illuminated  onto  the  off-chip  PD  by  a  9-μm  single-mode
fiber  (SMF). Fig.  10 shows  the  detailed  chipset  microphoto-
graph. 

4.1.  Electrical measurement results at the front-end

output

For  the  electrical  measurement,  the  frequency  response
is  obtained  by  measuring  the  front-end’s S-parameter  with
50-GHz  Network  analyzer  by  directly  on-chip  probing.  The
measured S-parameter  is  then  converted  to  be  the  final
transimpedance  gain  by  mathematical  equations. Fig.  11
shows the final electrical frequency response of the front-end
at  the  maximal  gain  setting,  where  the  transimpedance  gain
of  72  dBΩ  and  the  −3-dB  bandwidth  of  20.4  GHz  are  meas-
ured.  Due  to  absence  of  the  off-chip  PD’s  loading  capacit-
ance,  there  is  a  false  peaking  at  18  GHz  and  4.5-dB  equaliza-
tion.

Under  room  temperature  (~27  °C),  the  VGA  has  a  total
measured  DC  gain  tuning  range  of  11  dB,  with  a  maximum
gain step of 0.6 dB. Compared to 15-dB simulated DC gain tun-
ing range, this range is limited by the parasitic resistance, but
it is still sufficient to compensate for the designed DC gain tun-
ing range of the overall optical front-end. 

4.2.  Electrical measurement results of CDR

With  the  full-rate  reference-less  architecture,  this  work
achieves  a  NRZ  data  rate  of  26  to  28  Gb/s,  0.955-ps  (RMS)
clock  jitter  and  2.59-ps  (RMS)  recovered  data  jitter  under

 

 

Fig. 8. (a) Schematic of the LC-VCO and (b) schematic of a single-stage delay cell with equalization.

 

Fig. 9. (Color online) The CDR power breakdown.

 

Fig. 10. (Color online) Chipset microphotograph.

 

Fig.  11.  Measured  electrical  frequency  response  of  the  optical  front-
end without 250-fF CPD.
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104-mW  power  consumption.  This  CDR  has  a  reference-less
dual-loop  architecture  with  built-in  equalization  capability.
Compared  to  Refs.  [1, 2, 5, 23],  this  work  achieves  better  jit-
ter  performance  under  the  similar  power  consumption.  It  is
worth  mentioning  here  that  an  interesting  single-loop  full-
rate  bang-bang  PAM-4  CDR  has  been  presented  in  28-nm
CMOS[24, 25].  A  novel  trimodal  (NRZ/PAM-4/PAM-8)  half-rate
bang-bang CDR with excellent energy efficiency has been re-
ported  also  in  28-nm  CMOS[26].  Moreover,  phase  interpolator
(PI)  is  used in  Refs.  [27–29]  to  tune the clock  phase and opti-
mize the BER. These methods indeed will help to improve the
energy  efficiency  and  BER  performance  in  our  future  re-
search. 

4.3.  Optical measurement results at the front-end

output

For the optical measurements, a commercial Vertically In-
tegrated  Systems  (VISs)  850-nm  PD  with  a  responsivity  of
0.4  A/W  and  an  operating  data  rate  of  28  Gb/s  (Product  No.:
D20-850C)  is  utilized  to  convert  the  incoming  modulated
light to photocurrent. Fig. 12 depicts the PRBS-15 optical meas-
urement result at the output of the optical front-end. For this
setup,  the  input  light  power  is  −5  dBm.  With  26-Gb/s  optical
data  rate,  the  RMS  jitter  is  2.4  ps;  with  30-Gb/s  optical  data
rate,  the  RMS  jitter  is  2.55  ps.  Due  to  limitations  of  measure-
ment  equipment,  only  data  rates  up  to  30  Gb/s  are  meas-
ured.

To verify the effectiveness of  these two resistor networks
of the modified gm-TIA VGA, 26-Gb/s optical eye diagrams un-
der different voltages and temperatures are detected and sum-
marized  in Table  1.  By  tuning  the  control  words  in  VGA,  the
total  transimpedance  gain  and  eye  diagram  can  be  optim-
ized. The highest precise temperature (i.e., 80 °C) is limited by
the  heater  in  the  laboratory.  In  the  first  setup,  the  supply
voltage  decreases  from  1  to  0.9  V.  As  shown,  the  measured
SNR  and  jitter  deteriorate  significantly  from  10.3  to  6.24  dB
and  from  2.37  to  3.5  ps,  respectively.  By  tuning  the  control

bit  from 11100 to 111111,  the measured SNR and jitter  is  im-
proved  to  8.95  dB  and  3.10  ps,  respectively.  In  the  second
setup,  the  operating temperature  increases  from 27 to  80  °C.
The  measured  SNR  and  jitter  deteriorate  largely  from  10.3  to
7.91  dB  and  from  2.37  to  2.69  ps,  respectively.  By  changing
the tuning bits from 11100 to 11000, the measured SNR and jit-
ter  is  improved  to  9.50  dB  and  2.29  ps,  respectively.  In  sum-
mary,  the optimized setting at 27 °C and 1-V supply is  11100,
the optimized setting at 27 °C and 0.9-V supply is  11111, and
the  optimized  setting  at  80  °C  and  1-V  supply  is  11000.  This
demonstrates  that  the presented 3-stage gm-TIA VGA has  an
efficient digital tuning capability to successfully overcome dif-
ferent voltage supply and temperature variations. 

4.4.  Optical measurement results at the chipset output

In  this  optical  front-end  and  CDR  chipset  testbench,
a  PRBS-15  pattern  is  utilized. Fig.  13 shows  the  PRBS-15
26-Gb/s  optical  measurement  result  at  output  of  the  whole
chipset consisting of the optical front-end and CDR. The over-
shooting  in  the  eye  diagram  stems  from  the  equalization

 

 

Fig. 12. (Color online) Measured single-ended PRBS-15 eye diagram at optical front-end output for (a) 26 Gb/s and (b) 30 Gb/s.

Table 1.   Control bits vs voltage and temperature variations at the output of the optical front-end.

Parameter Default Voltage variation Temperature variation

Control bit 11100 11100 11111 11100 11000
Voltage supply (V) 1 0.9 0.9 1 1
Temperature (°C) 27 27 27 80 80
SNR (dB) 10.3 6.24 8.95 7.91 9.50
RMS jitter (ps) 2.37 3.50 3.10 2.69 2.29
Output (mV) 298 286 305 352 341

 

Fig.  13.  (Color  online)  Measured  single-ended  PRBS-15  eye  diagram
for 26-Gb/s at chipset output.
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tuning of  these 4-stage delay chain.  The measured RMS jitter
is  2.1  ps  and  the  peak-peak  jitter  is  9.8  ps,  respectively.  The
overall  measured  optical  sensitivity  achieving  BER  of  10−12 is
−7.3  dBm  at  26  Gb/s.  This  RMS  jitter  performance  is  12.5%
better  than  the  value  at  the  output  of  optical  front-end  be-
cause  the  equalization  compensates  for  the  high-frequency
loss,  which  improves  the  ‘0’  and  ‘1’  transitions,  and  also  with
the help of the CDR. 

4.5.  Equalization capability

To  demonstrate  the  capability  of  the  built-in  equaliza-
tion, an attenuator is inserted after the Picosecond 12070 pat-
tern  generator,  to  create  the  required additional  attenuation.
This attenuator has 10-dB attenuation at 13 GHz.

Without  the  attenuator, Figs.  14(a)  and 14(b)  show  the
measured  eye  diagrams  at  the  input  of  optical  front-end
and  at  the  output  of  the  CDR,  respectively.  In  this  setup,  the
26-Gb/s  CDR  output  has  a  measured  RMS  jitter  of  1.9  ps  and
a peak-peak jitter of 10.5 ps, respectively.

With the attenuator, as shown in Fig. 14(c), the eye at the
input  of  optical  front-end  is  totally  closed.  However,  when
the built-in equalizers are enabled, the 26-Gb/s data eye is re-
covered  successfully  with  clear  quality.  As  shown  in Fig.
14(d), a measured RMS jitter is 2.0 ps and a peak-peak jitter is
13.8 ps, respectively. This demonstrates that the built-in equal-
ization  technique  can  compensate  the  10-dB  high-frequency
loss with only 0.1-ps RMS jitter degradation. When tuning the
equalization of the delay cell in the CDR, due to the character-
istic  of  the  CLTE,  the  low-frequency  gain  is  negative  com-
pared to its high-frequency gain. Therefore, to achieve a con-
stant  CDR  output  swing,  the  low-frequency  gain  of  the  cir-
cuit  system  can  be  compensated  by  tuning  the  DC  gain  of

the 3-stage VGA.
Fig.  15 shows  the  measured  RMS  jitter  of  the  recovered

clock is only 688 fs, which shows that the CDR achieves state-
of-art  performance. Fig.  16 shows  the  measured  phase  noise
of  the  chipset’s  recovered clocks  with  and without  the  10-dB
attenuator  at  26  Gb/s,  respectively.  The  recovered  clock  with
the  attenuator  has  a  phase  noise  of  −114.5  dBc/Hz  at  1-MHz
offset,  which is  only 2.6 dB worse than the result  without the
channel.

Fig.  17 depicts  the  chipset’s  bathtub  curves  with  and
without  the  attenuator.  With  the  criteria  of  10−10 BER,  the
measured  UI  percentages  are  18.7%  and  14%,  respectively.
Both the phase noise and bathtub curves comparisons demon-
strate that the system can overcome undesired channel attenu-
ation,  and recover  the  data  and clock  with  little  performance
degradation and no extra power consumption.

Fig.  18 shows  the  measured  optical  input  sensitivity  of
the  chipset.  With  the  0.4-A/W  850-nm  PD,  the  chipset  can

 

 

Fig. 14. (Color online) Measured differential eye diagram for 26-Gb/s PRBS-15: (a) without channel at chipset input, (b) without channel at chip-
set output, (c) with channel at chipset input, and (d) with channel at chipset output.

 

Fig.  15.  (Color  online)  The  clock  jitter  of  the  recovered  clock  of  the
CDR output.
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achieve 26-Gb/s optical data rate with −7.3 dBm sensitivity.
Table  2 summarizes  the  key  receiver  performance  and

compares  them  with  previously  reported  results.  Compared
to other standalone optical front-end chips, this work has the

remarkable  overall  performance  with  ultra-high  energy  effi-
ciency.  Compared  to  other  work  with  both  optical  front-end
and CDR, this work has improvement in total power consump-
tion  and  recovered  clock  jitter,  given  the  similar  technology,

 

 

Fig. 16. (Color online) Measured phase noise performance of the recovered CDR clock: (a) without attenuator and (b) with attenuator.

 

Fig. 17. (Color online) Bathtub curves with and without the attenuat-
or.

 

Fig. 18. (Color online) Measured optical input sensitivity.

Table 2.   Comparison with published optical receivers/chipsets.

Ref. [1] Ref. [2] Ref. [5] Ref. [23] This work

System

CMOS technology 65-nm 65-nm 130-nm BiCMOS 45-nm 65-nm
Type Chipset Monolithic Chipset Monolithic Chipset
Supply voltage (V) 1.2 1/1.2 1.2 3.3/1.3 1/1.2
Data rate (Gb/s) 25 26.5 25.78 25.78 26
Sensitivity (10−12 dBm) −6.8 / −8 / −7.3

Front-End

PD responsivity (A/W) 0.47 / / 0.5 0.4
PD cap. (fF) 150 40^ / 150 180*

Gain (dBΩ) 72.5 71 / / 72
BW (GHz) 21## 20.4# / / 20.4##

Power (mW) 68 35.8 <100 70 36

CDR

Rate type Half Half Full Half Full
Recovered clock
PN(@1-MHz) −98.3 / / / −117.1

Reference-less Yes No / Yes Yes
Clock jitter (ps) 1.01** 1.28** / / 0.955**

Power (mW) 120 218 100 100 104
^Calculated value. *80 fF is the PD capacitance itself. 100 fF is the on-chip PAD capacitance. **RMS jitter. #Simulated result with 40 fF.
##Measured Result without CPD.
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data rate,  gain,  bandwidth,  and so on.  This indicates that this
presented system is competitive with other works. 

5.  Conclusion

A  26-Gb/s  CMOS  optical  receiver  chipset  including  an
optical  front-end  and  a  reference-less  CDR  with  embedded
equalization  has  been  demonstrated  in  TSMC  65-nm  techno-
logy. Optical measurements demonstrate that the overall sys-
tem  has  10−12 BER  at  26  Gb/s  for  a  215−1  PRBS  input  with  a
−7.3-dBm  input  sensitivity.  Moreover,  the  built-in  equaliza-
tion  inside  CDR  also  presents  the  capability  of  overcoming  a
10-dB @ 13 GHz attenuator,  and recovering the desired clock
and data output. 
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